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# Conclusión Personal

Basados en la necesidad de persistir la información ante el continuo avance y desarrollo de los sistemas informático se diseñaron los formatos de almacenamiento RAID (Sistema redundante de discos duros independientes).

Básicamente se juntan 2 discos como mínimo y se desarrolla una configuración para que la combinación de X cantidad de discos funcione como 1 sola.

Hay múltiples tipos de RAID y estos varían según los requerimientos del usuario:

* SEURIDAD
* AGRUPACIÓN DE DISCOS
* VELOCIDAD

La función del RAID es no perder la información que deseo persistir. Su aplicación es bastante amplia, va desde usos domésticos en redes locales como en empresas con múltiples servidores y también en repositorios o bases de datos mucho más importantes.

En definitiva, la elección de uno u otro tipo de RAID dependerá de las necesidades, recursos, requisitos de un servidor.

Hay algunos RAID que nos ayudan a entender las bases del funcionamiento de los mismos, a saber:

En el RAID 0 por ejemplo la información se distribuye en todos los discos, su ventaja es la gran velocidad ya que escribe y lee en la mitad de tiempo. Pero la desventaja es que si pierdo 1 solo disco, perdería la información de TODOS LOS DEMAS DISCOS.

El RAID 1 es el “ESPEJO” por que a diferencia de la anterior copia exactamente replicando la información. Este sistema es muy seguro ya que tendría la información en ambos discos. En la lectura es más rápido, pero en la escritura es mas lento ya que debe escribir 2 veces. Otra desventaja es que pierdo capacidad de almacenamiento.

El RAID 5 incorpora el concepto de PARIDAD de DATOS. Al utilizar 3 discos como mínimo, uno queda como relevo para recuperar la información que falle en los otros discos. A tener en cuenta, la paridad se distribuye en todos los discos. De esa manera si falla 1 disco podría reconstruir los datos así como en el RAID 1. Claramente, esto trae un coste que es mas tiempo de escritura y lectura porque están continuamente utilizando la PARIDAD de DATOS.

También tenemos RAID anidados que surgen de la necesidad de obtener sistemas que combinen múltiples cualidades. De esta manera puedo obtener mayor capacidad, velocidad de lectura y escritura como seguridad. Sin embargo, sus requerimientos son mas altos, necesitan una estructura mas robusta como un presupuesto mayor.
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